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ABSTRACT
The spatial dynamic wind power prediction is vital for energy con-
servation and emission reduction. Baidu has organized a challeng-
ing competition for this problem in KDD CUP 2022. The released
wind power generation dataset, namely SDWPF, was collected from
134 wind turbines in a wind farm for 245 days. Besides, the official
also delivers a baseline which is a Gated Recurrent Unit (GRU)-
based model.

SDWPF dataset consists of external and internal features. The
former mainly includes the wind speed and the temperature of
the surrounding environment. The latter includes the temperature
inside the turbine nacelle and the nacelle direction, etc. Both are
important and can help to predict the spatial dynamic wind power
according to our experiments. Thus, the missing and abnormal val-
ues on the dataset can decrease the model’s performance. However,
these challenges always exist on SDWPF. Specifically, the propor-
tion of the missing values is 0.155%. For the abnormal values, taking
the Patv feature as an example, the proportion of abnormal values
is 0.311%. To this end, we attempt to improve the performance of
official GRU model from multiple aspects, including the interpo-
lation of missing values and the process of abnormal values. The
experiments conducted on PaddlePaddle verify the effectiveness of
our strategies.

CCS CONCEPTS
• Mathematics of computing → Time series analysis; • Infor-
mation systems→ Data cleaning.
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1 INTRODUCTION
The variability of wind power supply can present significant chal-
lenges to integrating wind energy into the grid system. Therefore,
wind power forecasting (WPF) has been widely regarded as one of
the most critical problems in wind power integration and operation.
However, dealing with theWPF problem is still challenging because
high prediction accuracy is always required to ensure the grid’s
stability and supply security.

The KDD CUP 2022 organized by Baidu offers a unique spatial
dynamic wind power forecast dataset: SDWPF, which includes wind
power generation data from 134 wind turbines in a single wind
farm for 245 days, as well as their relative position and internal
state. We attempt to predict wind power generation through the
GRU model and improve the quality of the dataset by some data
processing strategies.

GRU is a simplified version of the LSTM (Long Short-Term Mem-
ory) recurrent neural network model which reduces vanishing gra-
dient and exploding gradient [1]. GRU uses only one state vector
and two gate vectors, reset gate and update gate. It has less training
parameters and therefore occupies less memory, making it execute
faster and trains faster than LSTM [2].

Figure 1: The struction of GRU [Wikimedia: https://en.
wikipedia.org/wiki/Gated_recurrent_unit]
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GRU is widely used in time series prediction. It can deal with
more complex problems by combining with a high-dimensional
feature extraction unit, such as a Convolutional neural network
(CNN). For example, Wu et al. [3] combined GRU with CNN to
propose a GRU-CNN hybrid neural network model. GRU part is
responsible for extracting feature vectors of time series data and
CNN extracting feature vectors of high-dimensional data. This
model is applied to improve the power system’s short-term load
prediction (STLF). Compared with individual GRU or CNN, the
hybrid model can better process time series data and extract data
set features simultaneously.

In data processing, to deal with the missing values, all the miss-
ing values can be set to 0. After that, all data are normalized to scale
the numeric values to a typical range, such as [0, 1], without mis-
shaping contrasts between instances. We use the following formula
to perform a z-score normalization on each value in the dataset:

𝑥 =
𝑥 − 𝜇

𝜎
(1)

where 𝑥 is the original value, 𝑥 represents the normalized form of 𝑥 ,
𝜇 and 𝜎 are the mean and standard deviation of data, respectively.

Though conducting the z-score normalization, the negative in-
fluence of outlier is suppressed when training the model. Then, we
use the data of first 214 days as training data and the remain 31
days as validation data. Finally, the overall score of GRU model is
-46.1125 in phase 2 of KDD CUP 2022.

Besides, to handle abnormal values, we utilize the boundary
value of each feature to replace the abnormal ones. This strategy
can also improve the performance of GRU model.

2 RELATEDWORK
With the increasingly prominent problems of the energy and en-
vironment, wind energy, as a pollution-free and sustainable clean
energy, has become the focus of energy development. Domestic
wind power generation has also maintained steady growth. With
the steady growth of the wind power scale, its problems have been
gradually amplified. Influenced by a variety of environmental fac-
tors, the volatility and randomness of wind power generation have
become important factors restricting its development. Currently,
wind power prediction is conducted to evaluate the requirements
in advance.

The physical model forecasting method and data model forecast-
ing method are two main methods for wind power forecasting at
present. The physical model prediction method mainly considers
the influence of numerical weather prediction (NWP) and other
factors. Wind power prediction based on this method requires many
parameters, such as historical and meteorological data, which leads
to its relatively general performance in short-term forecasting abil-
ity. Its results aremore suitable as a reference standard for long-term
forecasting.

The mathematical model prediction method is currently the most
widely studied wind power prediction method. In the mathematical
prediction model, wind power prediction can be divided into two
forms. One prediction method is to consider the influence of various
factors on wind power generation, get the corresponding nonlinear
regression curve by establishing a mathematical model, and then
predict the wind power generation. Traditional mathematical model

prediction methods, such as wavelet algorithm [4] and support
vector machine [5], are based on the short-term prediction of wind
power-related features. They forecast wind power by analyzing
the features that affect wind speed and wind power. The other
prediction method is to ignore the influence of other environmental
conditions and only consider the trend of wind power itself over
time, and then carry out the time series prediction analysis of wind
power. Autoregressive Moving Average [6] is a major application
algorithm for sequential forecasting. It quantifies the relationship
between current data and previous data and solves the problem of
solving random variation terms so as to obtain the data at the next
moment of demand forecasting.

The artificial neural network is often used in the short-term
forecasting of wind power. Due to the diversity of the neural net-
work, its corresponding prediction methods are also different. For
example, Li Bin et al. [7] proposed a prediction method based on
an artificial neural network. It takes a variety of features as neural
network input to predict the probability distribution curve of wind
power. Jiang Yuechun et al. [8] combine the traditional BP neural
network with a variety of algorithms to predict the time series of
wind power in a short time sequence and achieve good prediction
results. Due to the excellent nonlinear data fitting ability of the
neural network, in many short-term and ultra-short-term predic-
tion methods for wind power, a neural network algorithm is used
to analyze historical data. Then other prediction methods are used
to predict wind power and its distribution probability [9].

3 SOLUTION OVERVIEW
We have tried combining CNN, GRU, and the bidirectional GRU
model to predict wind power. We also tried adjusting the baseline
model’s parameters, such as the number of hidden layers and the
number of neurons. Unfortunately, the score of the result has not
been improved.

Therefore, not only is the model’s structure important, but the
pre-processing of the dataset is also necessary, especially when
there are many missing and abnormal values. In the official GRU
model, the missing value is simply set to 0, and the abnormal val-
ues are not processed. Therefore, we start from the missing and
abnormal values in the dataset to study how to process these data
to improve the model training.

In dealing with the missing values, we compare the method of
backward fill and interpolation method. The experimental results
show that the backward fill method can achieve better performance.

Meanwhile, to handle abnormal values, we are going to start
by deleting abnormal values directly. However, deleting abnormal
values is a way to reduce data anomalies by reducing historical data,
which will cause a large waste of data. There are many abnormal
values in the dataset. For example, the number of abnormal values of
the feature Patv accounts for 0.311% of the total number. If directly
deleted, the training data will be greatly reduced, which may affect
the results’ accuracy. Therefore, we replace abnormal values with
boundary values. By modifying the feature number of abnormal
values, we find that only dealing with the abnormal values of Pab1,
Pab2, Pab3, and Patv works better.
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4 DETAILED METHOD
This section covers twoways to fill in the missing values andmodify
abnormal values in the dataset.

Missing data is defined as the values or data that is not stored
in the given dataset. It is important to handle the missing values
appropriately because many algorithms will fail if the dataset con-
tains missing values or the model will lead to incorrect results if
the missing values are not handled properly.

The first step in handling missing values is to look at the data
carefully and find out all the missing values. We take a detailed
look at the percentage of missing values in the dataset. The missing
value exists in the feature of Wspd, Wdir, Etmp, Itmp, Pab1, Pab2,
Pab3 and Patv and the number of missing values for each feature
is 49518, accounting for 0.155% of the total, as shown in Figure 2.
In general, the distribution of missing values is evenly distributed
across all features.

Figure 2: The proportion of the missing values in the dataset

Figure 3: The proportion of the abnormal values in the
dataset

Abnormal data is a value that does not belong to the normal data
distribution, which occurs when there is a measurement error. The
result of the model will be affected due to the presence of abnormal
values. So, before training the model, we should eliminate them.

According to the official document [10], we find the abnormal
values in the dataset and study the number and proportion of the
abnormal values in the feature Patv, Pab1, Pab2, Pab3, Ndir and
Wdir. As shown in Figure 3, each feature has a different number
of abnormal values. There are 995,377 abnormal values of feature
Patv, 980,991 abnormal values of feature Pab1, 981,831 abnormal
values of feature PAB2, and 980,665 abnormal values of feature Pab3.
Meanwhile, there are only 78 abnormal values of feature Ndir and
only 49 abnormal values of featureWdir. Because the distribution of
abnormal values is extremely uneven, the focus of abnormal values
modification is mainly on Patv, Pab1, Pab2 and Pab3, followed by
Ndir and Wdir.

4.1 Missing values
There are many different ways of handling missing values, such
as replacing With arbitrary value, replacing with previous value –
Forward fill and replacing with next value – Backward fill.

All the missing values are set to 0, which is replacing With arbi-
trary value. And we think this method can’t reflect the changes in
the time series. According to the official CSV file, there are missing
values in the first line of data, but there is no missing value in the
last line. Therefore, we replace the missing value with the next
value rather than the previous value.

However, in the process of training, we find that different epoch
numbers have different results for train loss and validation loss.
As shown in Figure 4, the validation loss of turbine 0 is constantly
increasing. So the over-fitting appeared when epoch is set as 3.
Therefore, the epoch is set to 1 during the training.

Figure 4: The train loss and validation loss of the turbine 0
when the epoch is set as 3

In the mathematical field of numerical analysis, interpolation is
a type of estimation, a method of constructing finding new data
points based on the range of a discrete set of known data points
[11, 12].
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Missing values can be imputed using interpolation. Pandas in-
terpolate method can be used to replace the missing values with
different interpolation methods like ‘polynomial’, ‘linear’, ‘qua-
dratic’. Default method is ‘linear’. In this experiment, we adopted
the simplest initial parameter, the method ‘linear’, which means
that the interpolation function is linear, and the filling value is the
average of the upper and lower values.

As it is shown in Figure 5, given the two red points, the red line
is the linear interpolation between the points, and the value y at x,
such as the blue points, may be found by linear interpolation.

Figure 5: The linear interpolation

If the two known points are given by the coordinates (𝑥0, 𝑦0)
and (𝑥1, 𝑦1), the linear interpolation is the straight line between
these points. To find the unknown value y at x, gives:

𝑦 =
(𝑥1 − 𝑥)𝑦0 + (𝑥 − 𝑥0)𝑦1

𝑥1 − 𝑥0
, (2)

which x is between 𝑥0 and 𝑥1.

4.2 Abnormal values
According to the official document [10], Pab1, Pab2, Pab3 should
be less than 89 degrees. Patv should be greater than 0. The normal
range of Ndir should be in [-720°, 720°]. The normal range of Wdir
should be in [-180°, 180°]. But considering that training data will be
reduced a lot if directly deleting abnormal values, so we replace the
abnormal values with boundary values. For example, if the Ndir
value is -884.86, then change it to -720.

5 EXPERIMENT
5.1 Filling missing values
When the abnormal values of Patv, Pab1, Pab2 and Pab3 are replaced
by boundary values, we compare the method of backward fill and
the method of interpolation. The evaluation results are shown in
Figure 6.

Figure 6: The result of filling the missing values in Phase 2

As the Figure 6 shows, filling the missing values with with
next values is better than interpolation. The interpolation method
is linear interpolation and the effect is not as good as the other
method probably because the interpolation method is not suitable
for weather prediction. In terms of correlation, as shown in Fig-
ure 7, the correlation between wind speed and wind power is the
highest, which is about 0.814801. However, wind speed does not
change linearly, so linear interpolation is not suitable to fill the
missing value. Therefore, the linear interpolation model is a little
less effective.

Figure 7: Correlation coefficients of TurbID, Day, Wspd, Wdir
and Patv

5.2 Modifying abnormal values
The abnormal values are replaced by boundary values, and the
missing values are replaced by the data in the following line. The
different number of features of abnormal values is compared, and
the evaluation results is shown in Figure 8.
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Figure 8: The result of modify the abnormal values

The method that only modifies the abnormal values of Pab and
Patv is optimal. This probably because too fewer abnormal values
(outliers) and less noise is bad for forecasting. Because a certain
amount of noise can improve the generalization of the model. For
example, during text classification, punctuation marks will be ran-
domly inserted into the original text to argument data [13]. So when
all the abnormal values are modified, the noise is greatly reduced,
so the robustness of the model is decreased, and the final prediction
effect is also decreased.

6 CONCLUSION
Baidu has organized a challenging competition in KDD CUP 2022.
The task of the competition is to predict long-term wind power.
In this paper, we attempted to improve the performance of the
GRU model released by the official. Through carefully analyzing
the SDWPF dataset, we found that there are many missing and
abnormal values, which have a negative influence on the model’s
performance. Thus, we proposed two strategies to handle these two
problems respectively. For missing values, they are first set to 0,
followed by a z-score normalization. At the same time, abnormal
values are replaced by boundary values in different features. Finally,
the experiments implemented on PaddlePaddle have verified the
effectiveness of these two strategies. There are some directions for
future work, such as modeling the Spatio-temporal information by
graph neural networks and modeling the tendency of long-term
wind power instead of modeling multiple points.
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