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ABSTRACT
Wind Power Forecasting (WPF) is to predict a long sequence of
power given historical records of wind turbines. We solve the prob-
lem of wind power forecasting by deep learning techniques in Baidu
KDD Cup 2022, which last from March 16 to July 19 2022. In the
challenge, we predict the effective power of each turbine for two
days with a time interval of ten minutes. The problem of WPF re-
quires models not only to learn the time dependency, but also to
capture the spatial relations of all turbines in the wind farm. We
propose a model based on graph convolutional networks (GCN)
with transformer. Inspired by the latest Autoformer [19], our model
learns the short-term and long-term dependencies. The proposed
GCN-Transformer achieves a score of 46.65 at the final phase of
Baidu KDD Cup 2022 under the framework of paddlepaddle. We
also develop baseline models based on GRU unit. Finally, we achieve
the score of 46.34 by the ensemble of three models.

1 INTRODUCTION
The task of Baidu KDDCup 2022 is to predict the wind power supply
of a wind farm. The wind farm consists of 134 turbines located at
different positions. Turbines generate clean and safe renewable
energy, but usually have a risk of variability in the output. The
challenge of the Wind Power Forecasting (WPF) lies in an accurate
analysis of grid stability and security of supply. Also, the spatial
and temporal characteristics should be modelled to the prediction
of the wind power.

In Baidu KDD Cup 2022, a new dataset called SDWPF [22] is
released. There are 134 turbines in SDWPF with their spatial dis-
tribution in a farm. The effective power of each turbine, as well as
the total power of the farm, is affected by dynamic context factors
like temperature, weather, and turbine internal status. We note
that, for the task of WPF, many existing datasets only contain time
sequence information. Thus, the resultant methods learn the time
dependency of WPF without the locations and context information
of wind turbines. Intuitively, more information of wind turbines
should provide important hints for the prediction of effective power.
The SDWPF dataset provides the information about the wind, tem-
perature, turbine angle and historical wind power. New methods
could be developed based on the SDWPF dataset.
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For the SDWPF dataset, the time range of is over 245 days. All
samples are collectedwith a time interval of tenminutes. The spatial
distribution of 134 turbines is also released.

The problem of WPF is technically long sequence prediction.
According to the spatial scale of the wind power, the problem can
be categorised as a single wind turbine, a wind farm and a group of
wind farms. In this challenge, we aim to predict wind farm power for
each turbine. Inspired by the technique of transformer in sequence
prediction [19], we propose a model based on graph convolutional
networks (GCN) with attention structures. The proposed model is
named as GCN-Transformer. GCN-Transformer captures long-term
and short-term dependencies, as well as the spatial relations of all
turbines in a static graph.

In Baidu KDD Cup 2022, our GCN-Transformer achieves 46.65
at the final phase. By ensemble learning with baseline models, we
finally achieve 46.34.

In this report, we have the following contributions.
• We reformulate the problem of long sequence prediction for
wind power forecasting as a forecasting problem of graph
learning with transformer. The number of turbines is 134.

• We propose a GCN-Autoformer network structure to capture
the short-term and long-term characteristics among thewind
farm turbines.

• We achieve good performance in the competition with the
proposed method under the framework of paddlepaddle.

2 RELATEDWORK
Predictions based on time series is essential in many practical appli-
cations. With historical data, predictions with time instants require
models to learn different scales of time dependencies. The ubiq-
uitous applications include power prediction, grid management,
traffic flow prediction and portfolio management.

2.1 Long sequence predictions
Recently, sequence modeling is greatly powered by the technique of
transformer [16]. It has the abilities of global attention and the pow-
erful feature representation. Artificial intelligence methods with
transformer have shown that machines could outperform human
beings in many tasks, such as natural language processing [2], and
speech recognition [3].

The survey of transformer-style methods has shown its great po-
tential in predictions of time sequence [18]. For long sequence pre-
dictions, there are several interesting works, such as LogTrans [10],
Informer [21], Autoformer [19], Pyraformer [12].

The problem of predictions for long sequence is significant. It
has attracted various researchers and practitioners [10, 12, 19, 21].
For the problem of WPF, various models have been developed
from viewpoint of spatial or temporal. The previous models can
be classified into three categories: statistic models [14], machine
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Table 1: Statistics of the dataset in Baidu KDD Cup.

days # of used variables # of records ratio for training
245 10 4,727,520 86%

Figure 1: Plots of consecutive two days of power for Turbine 1. The left
plot is the first day and the right plot is the second day.

learning methods [6] and deep learning methods [10, 21]. The most
widely used model for long sequence prediction is autoregressive
integrated moving average (ARIMA). Recently, many advanced
models based on deep learning for long sequence prediction have
great potential to tackle this problem, e.g., the transformer-style
methods [12, 19].

In this challenge, we also fully take advantage of transformer
structure for long sequence predictions.

2.2 Graph Neural Networks (GNNs)
In [15], Sperduti et al. first applied the structure of neural networks
into learning patterns of complicated data, motivating the early
studies of Graph Neural Networks (GNNs). The concept of GNN
was formed in [4], and GNNs were firstly investigated for learning
relation data with generalization ability in [13].

Recently, inspired by the success of deep convolutional networks
in the computer vision domain, Kipf and Welling proposed a novel
design of convolutional networks for graph-structured data [7].
Basically, deep convolutional networks effectively learns internal
representation with spatial information [8]. For graph-structured
data, it is essential to learn the feature representation of nodes
and edges by propagating neighbor information [1, 9]. Later, effi-
cient training of deep Graph Convolutional Networks (GCNs) has
been widely studied, such as the model of GraphSAGE in induc-
tive learning of graph [5]. By leveraging the self-attention layers,
GNNs acquire a more powerful representation ability in dynamics
of graph data [11, 17, 20].

In this report, we propose a graph convolutional network with
transformer for wind power forecasting.

3 DATASET AND METRIC
The SDWPF data [22] are sampled every 10 minutes from each
wind turbine in the wind farm which consists of 134 wind turbines.
The statistics of the important information of the SDWPF dataset
are shown in the Table 1.

3.1 Stability
We show the high variability of the sequence with the SDWPF
dataset. The statistics of consecutive two days are shown in Figure 1.
From the figure, we find that the task of wind power forecasting is
challenging.

Figure 2: The long-term data characteristics of Turbine 1.

3.2 Long-term characteristics
By considering all the data over the whole time period, we show
the long-term characteristics in Figure 2. We clearly find that there
are some periodic signals for long-term information.

3.3 Metric
In this challenge, the metric is the average of MAE andMSE. During
training the model, we set the loss as MSE.

4 METHOD
We develop a method of GCN-Transformer to predict the long
sequence of wind power. Basically, the GCN-Transformer is inspired
by Autoformer.

4.1 Overview of our method
The structure of our model is shown in Figure 3. We generate the
predictions of all turbines in one model. The short-term relations
are fed into the first transformer and the long-term relations are
fed into the second transformer. We combine the two Transformers
into an MLP structure.

Given the input feature as 𝑥 ∈ 𝑅134×𝑝×𝑧×𝑞 , where 𝑝 is the input
length, 𝑧 is the batch size and 𝑞 is the number of variable. In our
model, we set 𝑝 = 144, 𝑧 = 32 and 𝑞 = 10.

Then, with the framework of paddlepaddle, we construct graph
convolutional network with attention. We have 𝑥att = 𝐺𝐴𝑇 (𝑥,𝐺),
where 𝐺 is the graph under correlation coefficient. We decompose
the sequence 𝑥 into short-term and long-term terms. By applying
the framework of Autoformer, we have 𝑦 = 𝑇𝑟𝑎𝑛𝑠 𝑓 𝑜𝑟𝑚𝑒𝑟 (𝑥att).

4.2 Configurations of our method
The dimension of the hidden layer is set 128. The learning rate is
set as 5 × 10−5. The number of heads in transformer is set as 8. The
number of layers for transformer in short-term relations is set as 2.
The number of layers for transformer in long-term relations is set
as 1.

5 EXPERIMENTS
We implement the model shown in Figure 3 under the framework
of paddlepaddle. We have the following results.

The GRU and Graph-former are two released baselines in Baidu
KDD Cup. Our model is GCN-Transformer and achieves 46.65 at the
final phase. With ensemble learning on three models, we achieve
the performance score of 46.34.



Figure 3: The structure of GCN-Transformer.
Table 2: Model performance in Baidu KDD Cup.

model performance at final phase
GRU 46.96

Graph-former 47.15
GCN-Transformer 46.65

ensemble 46.34

6 CONCLUSION
We solve the problem of Wind Power Forecasting (WPF) by deep
learning techniques. We propose a model based on graph convolu-
tional networks with transformer. The proposed GCN-Transformer
achieves a score of 46.65 at the final phase of Baidu KDD Cup 2022
under the framework of paddlepaddle. We also develop baseline
models based on GRU unit. Finally, we achieve the score of 46.34
by the ensemble of three models.
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