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Preprocessing & Feature Engineering

v Not all features are important.
• We remove the directional features 𝑊𝑑𝑖𝑟 and 𝑁𝑑𝑖𝑟 .
• We remove the temperature features 𝐸𝑡𝑚𝑝 and 𝐼𝑡𝑚𝑝.

v The pitch angles (𝑃𝑎𝑏1, 𝑃𝑎𝑏2, 𝑃𝑎𝑏3) are perfectly correlated.
• We merge these to 𝑃𝑎𝑏_𝑚𝑎𝑥 = max(𝑃𝑎𝑏1, 𝑃𝑎𝑏2, 𝑃𝑎𝑏3).

Final feature set: {𝑇𝑟𝑢𝑏𝐼𝐷, 𝑊𝑠𝑝𝑑, 𝑃𝑎𝑏_𝑚𝑎𝑥, 𝑃𝑟𝑡𝑣, 𝑃𝑎𝑡𝑣}.

Immediate forecast One-day future forecast Two-day future forecast
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Solution Overview

Fusion of two very different models.

v Modified DLinear (MDLinear): An altered version of DLinear [1].

v Extreme Temporal Gated Network (XTGN): based on stacking gated temporal convolutional 

networks (TCNs) [2,3] and nearest neighbor information diffusion. 

Both models uses a masked loss function that ignores any missing, unknown or abnormal values.

[1]: Ailing Zeng, Muxi Chen, Lei Zhang and Qiang Xu. Are Transformers Effective for Time Series Forecasting?. arXiv, 2022 (May).

[2]: Yann N. Dauphin, Angela Fan, Michael Auli and David Grangier. Language Modeling with Gated Convolutional Networks. arXiv, 2017.

[3]: Colin Lea, Michael D. Flynn, Rene Vidal, Austin Reiter, and Gregory D. Hager. Temporal convolutional networks for action segmentation and detection. CVPR, 2017.
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MDLinear: Modified DLinear
v Additional feature engineering

• The 𝑇𝑢𝑟𝑏𝐼𝐷 is split into 2 separate features: 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 and 𝑖𝑑.
• New feature 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑎𝑣𝑔with average 𝑃𝑎𝑡𝑣 of each cluster.

v Model overview
• Decompose the time series of each feature into trend and residual.
• Apply a linear layer on each and merge.
• Merge the results of each feature to obtain the forecast.

v Multi-horizon training and forecasting:
• 4 separate models with different forecast horizons [72, 144, 216, 288] are trained and fused.



Huawei Confidential5

XTGN: Extreme Temporal Gated Network
v Uses a gated extension of TCN that are stacked in layers.
v The output of each layer is added together and passed through a convolutional and linear layer.
v During inference, we apply an information diffusion approach to incorporate neighbor information. 

• The 𝑛 = 49 nearest neighbors are considered.

• Final output for wind turbine 𝑥 with forecast 𝑌: 𝛼 ⋅ 𝑌 + !"#
$
∑%∈'()) 𝑣.

Temporal Convolutional Network (TCN)

Figure from: https://github.com/philipperemy/keras-tcn
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Fused Model & Results
Simple averaging of the two model forecasts.

𝑌 =
𝑌!"#$%&'( + 𝑌)*+%

2

Offline scores and inference times.

Ablation study of different fusion strategies. 
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Summary
Fusion of two considerably different approaches.

v MDLinear

• Time series decomposition.

• Exceedingly simple linear network

• Merged forecast with four models with different forecast horizons.

v XTGN

• Stacked layers of gated TCNs.

• Information diffusion to incorporate neighbor forecasts.

v Fused model

• Simple average proved to give the best result.
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